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Density and Flexibility in Computation

Floating Point & Fixed Point

Integer – many different sizes – including asymmetric - mix and match

Floating Point – FP32 and now BFLOAT16

Mixed Representation – Floating Point without Floating Point resources

Structures – Individual MAC or DOT – of any size

Data Movement – 100% sustained to peak

Plus massive internal bandwidth
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Customers buy logic

But they pay for routing

Base function: 4/6 LUT + register

AND2 gate =  XOR6 gate

But not really

Not enough routing – wire limited

Registers are free

Effective FPGA design is mapping to 
all of the logic available

And all of the wires

This is much more difficult

FPGA 101
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FPGA Scale (Current 14nm device) 1M 6-LUTs 
(2M sum bits)

12K Cache Ports

12K FP32 
Operators

+100s Tbps local memory bandwidth

9TFLOPs@750MHz

160K 4x4INT
120TOPs@750MHz
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Floating Point DSP Block

6

Area, aspect ratio and interface largely 
dictates DSP Block relationship to device

Wire density key

Pitch Match to architecture

2 major innovations

Support FP Multiplier RNE inside integer             
datapath

While supporting 40 legacy integer modes

Vector Mode builds any size recursive 
reduction trees
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1. A,B,C…I,J all arrive at the same time

2. AB+CD, EF+GH, IJ+KL computed 
(Re-use systolic connections)

3. Using soft routing, first sum of 
products fed back to DSP Block inputs

4. Re-use sequential connections, 
calculate next level of tree

Direct Dot Product Support

Soft connections can 
be pipelined to any 
depth
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Yes Virginia, there is a BFLOAT16

Announced at Intel AI DEVCON in May 2018

All Intel products, including FPGA

What is BFLOAT16?

Introduced by Google February 2018

FP32 reduced to 16 bits

Truncate 16 Mantissa LSBs

Same dynamic range – good for vanishingly small numbers for ML training
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Floating Point Compiler
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Automatically extracts inter-operator 
redundancy in group of floating point operator

Typically 50% area reduction

Typically 50% latency reduction

FPGA floating point system design (soft logic 
based) becomes possible

Single, Double, or Custom Precision (BFP16)

Mixed precisions can be directly mixed with 
optimized CAST() operators

Remove

Normalization

Do not apply special and 

error conditions here

Slightly larger,

wider operands

True floating

mantissa, 

not just [1,2)
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FP without FP
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Polynomials can have many operators

Expensive – power, area, and latency

Most polynomials have monotonic 
relationship between terms

First observation : normalization and 
denormalization redundant

If relationship between terms is known, all 
shifts can be pre-computed monotonically

FPGAs filled with small ROMs (6LUTs)
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Use 100% of logic density

More importantly, use 100% of 
routing density

Independent vs. redundant 
connections

Refactor to greater than 100% logic 
density

Use Out-of-band functions

Collapse to single logic level if 
possible

Paper Review
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3x3 Multiplier 3 ALMs

ALM – two arithmetic bit output

3 ALMs = 6 outputs = min. 3x3

No point in putting 3x3 multipliers in 
hard logic

System Cost (routing, logic, 
power, latency) greater than using 
inline

Expand to 4x4 and larger

Soft Logic Multiplier for Free?

* * * * * *

+ + +

A[3:1] B[3:1] C[3:1] D[3:1]

AB + CD
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Subset Multiplier Extraction

I thought you just said soft logic multipliers were free?

Not so for BFLOAT16 or near BFLOAT (15,14,etc)

Multiple 6x6, 7x7 – or asymmetric such as 6x7

Can also implement adder tree or portions of it in DSP Block

Makes sense if datapath is physically placed near DSP Block

DSP Block needs to be inline

Mixture of hard and soft logic possible 
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RNN and Hyperbolics

𝑓𝑡 = 𝜎 𝑊𝑓 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝑓

𝑖𝑡 = 𝜎 𝑊𝑖 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝑓𝑖

𝐶′𝑡 = 𝑡𝑎𝑛ℎ 𝑊𝐶 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝐶

𝑜𝑡 = 𝜎 𝑊𝑜 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝑜

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 +𝑖𝑡 ∗ 𝐶′𝑡

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ 𝐶𝑡

Critical Path 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ 𝑓𝑡 ∗ 𝐶𝑡−1 +𝑖𝑡 ∗ 𝑡𝑎𝑛ℎ 𝑊𝑐 ℎ𝑡−1, 𝑥𝑡 + 𝑏𝑐
Matrix-vector multiply 
64 DSP Blocks 
Latency = 20

tanh(x) 
12 DSP Blocks. 
Latency = 100 total

Reducing tanh(x) latency 50% = 70% performance increase!
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tanh 𝑎 + 𝑏 =
tanh 𝑎 + tanh(𝑏)

1 + tanh 𝑎 tanh(𝑏)

Hyperbolic Construction

tanh 𝑎 + 𝑏 + 𝑐 =
tanh 𝑎 +

tanh 𝑏 + tanh(𝑐)
1 + tanh 𝑏 𝑡𝑎𝑛ℎ(𝑐)

1 + tanh(𝑎)
tanh 𝑏 + tanh(𝑐)
1 + tanh 𝑏 tanh(𝑐)

tanh(𝑎 + 𝑏 + 𝑐) ≈
tanh 𝑎 + tanh 𝑏 + 𝑐

1 + tanh(𝑎) tanh 𝑏 + 𝑐
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ISCA 2018 Paper

“96,000 multiply-accumulate units”

“287 GFLOPs/W”

“can run all DeepBench layers at under 
4ms at batch 1”

“..23% to 75% of peak FLOPs for 
medium to large LSTM/GRUs (>1500 
dimension)”

Microsoft Brainwave



Programmable Solutions Group Intel Confidential 21

Brainwave Floorplan

Source: Microsoft Presentation, HotChips2017
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Summary

FPGAs can mix IEEE754 FP, custom FP, integer, and combination of numerics
simultaneously

Elementary functions – multiple different numerics internally

Can change this from algorithm to algorithm, with multiple different 
configurations

Very high internal bandwidth and unlimited configurability in connectivity

Computational Density and Flexibility




